0.1. Joint Transformation

The preceding theorems can be extended to apply to functions of several ran-
dom variables.

THEOREM 1. If X is a vector of discrete random variables with joint pdf fx(x)
and Y = g(X) defines a one-to-one transformation, then the joint pdf of Y is
fY(yl; Y2, .oy yk) = fX(‘Tlv L2y -ees I'k)
where x1, T2, ...,xy are the solutions of y = g(x) and consequently depend on
Y, Y2, - Yk -

If the transformation is not one-to-one, and if a partition exists, say A;, Ao, ...,
such that the equation y = g(z) has a unique solution z = x; or x; = 15, T2j, ..., Ti;
over A;, then the pdf of Y is

Sy (Wi, 92, k) = fo(xu,lbj, ooy Thj)
J

THEOREM 2. Suppose that X = X1, Xo, ..., X}, is a vector of continuous random
variables with joint pdf fx (x1,22,....,2;) > 00n A, andY =Y1,Ys, ..., Y}, is defined
by the one-to-one transformation

YYZ‘ = 3gi (Xl,XQ, ceey Xk) 7’i = 1, 27 ceny k
If the Jacobian is continuous and nonzero over the range of the transformation,
then the joint pdf of Y is
fy (Y, y2, o yk) = fx(z1, 22,0 28) | J]

where © = (x1,Ta,...,zk) s the solution of y = w(x), and the Jacobian is the
determinant of the kxk matriz of partial derivatives:
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PRrOOF. Denote by B the range of a transformation y = g (x) with the inverse
x = h(y). Assume that D C B, and let C be the set of all points x = (z1, 22, ..., Tk)
that map into D under transformation. Therefore,

Py €D = fo Jy (W, Y2, Yr)dy ... dyg
PlY €D = fo fx(z1, 22,y mp)dy .. dTy,

P[YGD] fo fX (hl (y17y2>“'7yk?)a'“ahk (y17y2aayk))|J|dy1dyk O

If the transformation is not one-to-one, can be extended. The equation y = g(x)
has a unique solution over each set in a partition Aq, As, ..., and if these solutions
have nonzero continuous Jacobians, then the pdf of Y is

Pz, o uk) = D fx (@i, i, oo 25i) | 3]
7
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0.1. JOINT TRANSFORMATION 2

ExaMPLE 3. Let X; and X» be independent and exponential, X ~ EXP (1).
Thus, the joint pdf is

[x1,x, (@1, x2) = exp (— (1 + 22)), (z1,22) € A
where A = {(z1,x2) | 1 > 0,22 > 0}.

Consider the random variables Y7 = X; and Y5 = X; + X5. This corresponds
to the transformation y; = z1 and yo = x1 + 2, which has a unique solution,

x1 = y1 and x93 = yo — y1. The Jacobian is |J| = —11 (1) ’ =1 and thus

thYz (ylva) = le,Xz (y17y2 - yl) ‘J| = exp (_yQ) ) (ylaQQ) €B
and zero otherwise. The set of B is obtained by transforming the set A, an this cor-
responds toy; = &1 > 0and yo—y1 = x2 > 0. Thus B = {(y1,y2) | 00 > y1 > y2 > 0}.
The marginal pdf of Yrand Ys are given as follows:
v () = ...
fya (y2) = ..

EXAMPLE 4. Suppose that, instead of the transformation of the previous ex-
ample, a different transformation, y; = 1 — 2 and yo = x1 + 22 is considered.

The solution is 1 = ... and z9 = .... The Jacobian is |J| = .... The joint pdf is
given by

le,Yz(y17y2) = thXz("'? ) || =..€B
where B = {(y1,y2) | ...}. The marginal pdf of Yiand Y> are given as follows:

fvi (1) = ..
fvy (Y2) = ..



